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\section{A B S T R A C T}

Crowd saliency prediction refers to predicting where people look at in crowd scene. Humans have remarkable ability to rapidly direct their gaze to select visual information of interest when looking at a visual scene. Until now, research efforts are still focused on what type of feature is representative for crowd saliency, and which type of learning model is robust for crowd saliency prediction. In this paper, we propose a Random Forest (RF) based crowd saliency prediction approach with optimal feature combination, i.e., the Feature Combination Selection for Crowd Saliency (FCSCS) framework. More specifically, we first define three representative crowd saliency features, namely, FaceSizeDiff, FacePoseDiff and FaceWhrDiff. Next, we adopt the Random Forest (RF) algorithm to construct our saliency learning model. Then, we evaluate the performance of FCSCS framework with different feature combinations (fifteen combinations in our experiments). Those selected features include low-level features (i.e., color, intensity, orientation), four crowd features (i.e., face size, face density, frontal face, profile face) and three new defined features (i.e., FaceSizeDiff, FacePoseDiff and FaceWhrDiff). We use FCSCS framework to obtain the optimal feature combination that is most suitable for crowd saliency prediction and further train the saliency model based on the optimal feature combination. After that, we evaluate the performance of the crowd saliency prediction classifiers. Finally, we conduct extensive experiments and empirical evaluation to demonstrate the satisfactory performance of our approach.

\section{1. Introduction}

For a given image or a video, one way to find if human interested in or not is to give it semantic tags, i.e., [1,2]. However, these semantic tags are summarized with natural language and labeled with human labor. More naturally, given a visual scene, humans have the ability to selectively locate eye fixations on some informative contents to present what they are interested in, namely fixation prediction, also known as saliency prediction. More specifically, the meaning of saliency is that regions or objects stand out from their neighbors. Saliency prediction is always a basic technique for many applications. For example, Nguyen et al. [3] proposed a spatial-temporal attention-aware pooling for action recognition. While egocentric videos analysis methods are very popular with the universal wearable devices [4], the saliency prediction will be a good candidate assistant in the area egocentric videos analysis [5].

Liu et al. [6] proposed a computational framework to learn visual features from raw images with multiresolution convolutional neural network. However, most of the existing saliency models focus on regular density scenarios. Here, a particular scenario is the crowd scene, where a relatively large amounts of people existed in the image. In other words, saliency in crowd scene may be very different from that in the regular density scenarios. Therefore, except for the conventional methods and saliency features, more specific crowd characteristics should be considered for crowd saliency prediction. Crowd is very prevalent in most of the vision images, and saliency in crowd is very important for various significant problems, such as population monitoring, urban planning, and public security. In many scenarios, crowd scenes may be more important than regular density scenarios, because criminal or terrorist attacks often happen within a crowd scene. Jiang et al. [7] have done some pioneering research efforts on saliency in crowd and got some good results. However, it is still a very challenging task on that: (1) which feature has more influence on crowd saliency? (2) how to combine different saliency features to achieve the best performance? (3) which kind of saliency prediction model is more suitable and robust for saliency prediction in crowd?

Meanwhile, with consideration of different types of feature together, it always got a more satisfactory performance, i.e., the multi-
modality analysis in multimedia area [8]. Based on all these considerations, in this paper, we construct a robust approach to explore the optimal feature combination for crowd saliency prediction. In particular, we first define three novel crowd saliency features, namely, FaceSizeDiff, FacePoseDiff and FaceWhrDiff. Then, a novel framework, namely, the Feature Combination Selection for Crowd Saliency (FCSCS) framework, is constructed to find the optimal features for saliency prediction. After that, we evaluate the performance of fifteen prediction classifiers with different feature combinations for saliency in crowd. Finally, we obtain the optimal feature combination for crowd saliency prediction. Actually, in order to demonstrate the effectiveness of the FCSCS framework, we adopt the “wrapper for feature subset selection” [9] to obtain the optimal feature combinations, and the result of that is consistent with our FCSCS framework. In order to effectively integrate information from multiple features at both low- and high-level, we adopt the Random Forest (RF) algorithm to learn a more robust discrimination model between salient and non-salient regions.

In addition, this paper extensively extends our perviously published conference paper [10] in WCSP2016, by improving in terms of technical content, theoretical analysis, performance evaluation and presentation compared to the conference version. In this paper, we further do some research efforts, the main innovation points are summarized as:

1. A new crowd feature, i.e., FaceWhrDiff, is defined and used for optimal feature combination. This feature is proved to be beneficial on improving the predicting performance.
2. We explain the reasons why we select fifteen feature combinations to train our saliency model. We add a "Feature Classification" Module in the FCSCS framework.
3. We demonstrate the satisfactory performance of FCSCS framework by using “wrapper approach for feature subset selection” [9] to obtain the optimal feature.

The rest of the paper is organized as follows. In Section 2, we describe the related research efforts about saliency prediction, especially crowd saliency prediction. In Section 3, we propose three new crowd features, used for optimal feature combination selection, and the proposed framework for saliency prediction. Section 4 discusses the experiments and performance evaluation, and also Section 5 presents the conclusions of this paper.

2. Related work

Related research efforts about predicting saliency can be classified into two categories, namely: (a) visual saliency in regular density scenario, (b) visual saliency in crowd scenario.

2.1. Visual saliency in regular density scenario


Meanwhile, some literatures also used the bayesian model to predict where human look at. For example, Torralba [17] and Oliva [18] proposed a bayesian framework in view of the visual search task. Zhang et al. [19] proposed a definition about visual significance, naming SUN (Saliency Using Natural Statistics). Qin et al. [20] presented an integration algorithm in the Bayesian framework to take advantage of multiple saliency maps.

In addition, the decision theory models were also used to predict saliency region. For example, Bruce et al. [21] proposed the AIM (Attention based on Information Maximization) model to compute the salience value in image. Seo and Milanfar [22] proposed a predicting method on saliency region based on decision theory.

Others used the pattern classification models to predict visual saliency. In these models, machine learning algorithms are used to construct saliency prediction models. For example, Judd et al. [23] learned the saliency with a set of low-, mid-, and high-level features using SVM algorithm. Zhao et al. [24] adopted a least square technique for saliency prediction.

Except for that, Lang et al. [25] also focused on introduction the eye fixation dataset NUS-3DSalience compiled from 600 images for both 2D and 3D scenes. In [26], Nguyen et al. gave a comprehensive study and analysis on dynamic saliency and static saliency together.

2.2. Saliency in crowd scenario

Many related research efforts have done for saliency prediction. However, firstly, most of these methods focused on regular density scenario, which can’t predict the saliency in the crowd scene well. Secondly, the performance of saliency models in crowd scenario are not good enough. That is to say, visual saliency has been extensively studied, but only a few efforts have been spent in crowd scene. Compared to saliency detection in regular density scenario, saliency in crowd will be more diversity and difficult.

Nevertheless, many researchers always pay attentions to this area with consideration of more particular knowledge in crowd scenario. For example, Lim et al. [27] proposed to identify and localize salient regions in a crowd scene, by transforming low-level features extracted from crowd motion field into a global similarity structure. In [28], an adaptive inductive reasoning mechanism was presented for saliency extraction and information reconstruction in a distributed camera sensors network. Not only that, the authors of [29] presented a efficient unsupervised learning method on video analysis for abnormal crowd activity detection based on spatiotemporal saliency detector. Kok et al. [30] analyzed the crowd behavior with the review on where physics meets biology.

In the scene with many human faces, faces detection are also used in saliency prediction. For example, Cerf et al. [31] predicted human gaze using low-level saliency combined with face detection and demonstrate the importance of faces in gaze deployment. Cerf et al. [32] demonstrated that faces attract attentions strongly and rapidly. Mathialagan et al. [33] proposed a method to find the important people in images. That means, faces in crowd scenario is very crucial, and saliency prediction performance can be significantly improved with the use of face detection. For example, Jiang et al. [7] have done some pioneering research efforts on saliency in crowd. They proposed several features related with faces which is used to predict saliency in the crowd scene and demonstrate that crowd density affects saliency.

In this paper, in order to enhance the performance of saliency models in the crowd scenario, we first defined three new crowd features, and next proposed a FCSCS framework. Finally, we constructed a crowd saliency prediction model to evaluate the performance.

3. Feature definition and saliency model

In this section, we define three crowd features and propose a framework of Feature Combination Selection for Crowd Saliency (FCSCS).

3.1. Data set

We use the eye tracking dataset proposed by Jiang et al. [7], for saliency analysis in crowd scenes. The dataset consists of 500 natural
crowd images (1024 × 768) with a diverse range of crowd densities. In all images, human faces were manually labeled with rectangles, and two attributes were annotated on each face: pose and partial occlusion. Pose has three categories: frontal if the angle between the face’s viewing and the image plane is roughly less than 45°, profile if the angle is roughly between 45° and 90°, and back otherwise. The second attribute was annotated as partial occluded if a face is partially occluded. Note that if a face is completely occluded, it is not labeled. For more details about this dataset, please refer to Jiang et al. [7]. Fig. 1 shows examples of the crowd image stimuli for eye track dataset.

3.2. Feature definition

From previous study, we know that faces attract attention, yet in crowding scenarios, not all faces attract attention. What are the driving factors in determining faces attract people’s attention? Jiang et al. [7] have done some pioneering research efforts about this problem. In this paper, we make further steps in this exploration. Except for several traditional low-level features and crowd features presented in [7], we also develop three novel features based on face information. For face detection, we used the person head detection method proposed by Vu et al. [34], and also the OKAO face detection [35] together. In particular, we first define the three relevant features about crowd saliency as follows.

**FaceSizeDiff.** This feature describes the size difference of a specific face compared with other faces in the same image. For simplicity, this feature that we denoted as “FaceSizeDiff”, is the size difference of faces, where let FSD, be its value for the ith face.

$$FSD_i = \frac{1}{n\text{Face}-1} \sum_{k \neq i} \tanh[(x_i - x_k)^2],$$  

where \(x_i, x_k\) are the size of the ith face and the kth face respectively. nFace is the number of faces in an image. If two faces have the approximate size, their FSD value will be similar. In fact, the bigger the face’s FSD value is, the more likely that it is saliency in crowd. For example, in Fig. 2, the faces around the man in the center are relatively small size faces, while the man with scarf and hat has a big size face. The face of this man is obviously different from any other faces, and will attract more attentions intuitively. Thus, the FSD of the face of the man with scarf should be big. Meanwhile, in Fig. 3, the far and small faces’ size is different from most of the other faces, thus the FSD of these faces should be bigger, and attract more attentions.

**FacePoseDiff.** This feature describes the pose difference of a specific face compared with other faces in the same image. There are three types of pose for a face, i.e. frontal, profile, and back. For simplicity, the feature of pose difference, is denoted as “FacePoseDiff”, where let FPD, be its value for the ith face.

$$FPD_i = \exp\left(-\frac{n\text{Pose}}{n\text{Face}}\right),$$  

where nPose, is the number of the pose of the ith face. If the pose of the ith face is a frontal, profile, or back faces, the term of nPose, refers to the number of the corresponding type of face in the image. nFace is the total number of faces in the image. The smaller the proportion (nPose/nFace) is, the bigger the FPD is. A face will attract more attentions when it’s FPD value increases. This embodies the principle of “when a thing is scarce, it is precious”. For example, in Fig. 4, there are three types of face pose, i.e., frontal, profile and back faces. Intuitively, the left girl with yellow T-shirt attract more eye fixations, while she shows a profile face, which is different to others. Thus the FPD of she’s face is the biggest, and she’s face is more likely to be a saliency region.

**FaceWhrDiff.** This feature describes the aspect ratio difference of a specific face compared with other faces in the same image. For simplicity, the feature of face’s aspect ratio differences, is denoted as “FaceWhrDiff”, where let FWD, be its value for the ith face.

$$FWD_i = \frac{1}{n\text{Face}-1} \sum_{k \neq i} [1-\exp[-(\eta_i - \eta_k)^2]],$$  

where \(\eta_i, \eta_k\) are the aspect ratio of the ith face and the kth face respectively. nFace is the number of faces in an image. If two faces have the similar aspect ratio, the FWD is similar. In fact, big FWD always refers to saliency in crowd. For example, in Fig. 5, there are 8 faces. For example, in Fig. 5, the aspect ratio of the 6th face from left to right, is different from most of the other faces, thus the FWD of the 6th face should be bigger, and it attracts more attention.

![Fig. 1. Examples of crowd image stimuli for eye track dataset.](image)
3.3. Saliency prediction model

As shown in Fig. 6, we propose the FCSCS framework, which combines low-level features and high-level semantic face features for crowd saliency prediction. For each image, we pre-compute feature maps for every pixel of the image resized to $256 \times 192$. In particular, we generate three simple biologically plausible low-level feature maps (i.e., intensity, color, and orientation) as Itti et al. [36] have done. Moreover, face features can effectively distinguish salient faces from other faces. We extract seven feature maps on face features (i.e., face size, face density, frontal face, profile face, FaceSizeDiff, FacePoseDiff, FaceWhrDiff). Among these face features, FaceSizeDiff, FacePoseDiff and FaceWhrDiff are new features defined by us. In our FCSCS framework, we select the best feature combination with the following seven steps:

Step 1: Ten feature maps are extracted from each natural crowd image as that introduced in [7].

Step 2: We randomly sample 10 pixels respectively, yielding a training set of 4500 positive samples and 4500 negative samples from the top 20% and bottom 70% regions in a ground truth saliency map. The values at each selected pixel in the ten feature maps are concatenated into a feature vector.

Step 3: We classify ten features into four primary groups. The four primary groups features are shown in Table 1.

Step 4: Fifteen feature combinations were generated based on the above mentioned four primary groups features, which are shown in Table 2.

Step 5: For each feature combination, a saliency classifier is constructed using random forest algorithm.

Step 7: Each saliency classifier is evaluate with evaluation metrics of Shuffled AUC, NSS and CC.

Step 8: The best feature combination is determined by comparing the fifteen evaluation results.

Actually, the ten features are classified into four primary groups based on feature relevance. The principles of the classification are listed as follows.

(1) Color, intensity and orientation are all low level feature. Thus, we classify color, intensity and orientation into a same primary group.

(2) Face size and face density have the impact on visual saliency based on local face density. Thus, we classify face size and face density into a same primary group.

(3) Frontal face and profile face have the impact on visual saliency based on face pose. Thus, we classify frontal face and profile face into a same primary group.
(4) FaceSizeDiff, FacePoseDiff and FaceWhrDiff have the impact on visual saliency based on difference of face. Thus, we classify FaceSizeDiff, FacePoseDiff and FaceWhrDiff into a same primary group.

After that, we can see the four primary groups features in Table 1. Then, we generate the fifteen feature combinations based on these four primary groups features, and the fifteen feature combinations are shown in Table 2.

We use the random forest algorithm to train the saliency model and generate the classification of saliency and non-saliency with the extracted features. The Random Forest algorithm [37] can be summarized as:

1. Draw \(n_{\text{tree}}\) bootstrap samples from the original data.
2. For each of the bootstrap samples, grow an unpruned classification or regression tree, with the following modification: at each node, rather than choosing the best split among all predictors, randomly sample \(m_{\text{try}}\) of the predictors and choose the best split from all of those variables.
3. Predict new data by aggregating the predictions of the \(n_{\text{tree}}\) trees (i.e., majority votes for classification, average for regression).

In our model, we denote \(n_{\text{tree}}\) as the number of trees in the random forest algorithm, and \(M\) is the number of features for saliency train in each classification. For each tree, we sample training objects as our bootstrapped training data set, and use \(\max([M/3],1)\) features to fit the training set, i.e., \(m_{\text{try}} = \max([M/3],1)\). For each tree, the output is +1 for salient, or −1 for non-salient. Finally, we select saliency value of most of \(n_{\text{tree}}\) trees as our predicted saliency value.

In the experiments, we use 9000 objects in 500 images as the training set, where \(n_{\text{tree}} = 500\). We find the Random Forest appropriate for two reasons: first, the generalization error is small; second, the Random Forest always converge so that overfitting is not a problem.

In the saliency model, there are many features affect the crowd saliency. We concatenate different features together to train the crowd saliency prediction classifier. We have ten different features, i.e., color, intensity, orientation, face size, face density, frontal face, profile face, FaceSizeDiff, FacePoseDiff, FaceWhrDiff, low-level Features.
features into four primary groups, and then we use these four primary groups features to constitute fifteen kinds of feature combinations. For each feature combination, the \( M \) value is different, for example, the \( M \) value is 3 for No. (1) at Table 2, and the \( M \) value is 2 for No. (2) at Table 2.

### 4. Performance evaluation

In this section, we evaluate the performance of FCSCS framework and our saliency model for crowd saliency prediction.

In literature, there are several widely used criteria that can quantitatively evaluate the performance of saliency models by comparing the saliency prediction with eye movement data. These evaluation metrics are:

- The Normalized Scanpath Saliency (NSS) [38].
- The Correlation Coefficient (CC) [39].
- The area under the receiver operator characteristic (ROC) curve (i.e. AUC) [40].

By definition, NSS evaluates salience values at fixed location in the normalized predicted saliency map which has zero mean and unit standard deviation. A larger NSS implies a greater correspondence between fixation locations and the saliency predictions. While CC is defined to measure the linear correlation between the saliency map and the ground truth map. AUC is also a good metric to evaluate the performance of saliency models. However, AUC is significantly affected by the center bias. In order to eliminate the center bias effect, the Shuffled AUC is presented in [19]. Thus, in this paper, we use the Shuffled AUC as the evaluation metric. The three metrics (i.e. NSS, CC and the Shuffled AUC) provide a relatively objective evaluation of various models.

#### 4.1. Performance evaluation on FCSCS framework

In this section, we perform the quantitative evaluation of our FCSCS framework. We divide the feature combinations into three kinds, they are shown as follows:

1. **Low-level features**, i.e., No. (1) in Table 2.
2. Crowd features without combining low-level features, i.e., No. (2) to No. (8) in Table 2.
3. Crowd features combining low-level features, i.e., No. (9) to No. (15) in Table 2.

We train the fifteen saliency prediction classifiers according to those feature combinations, then evaluate the classifier's performance by the Shuffled AUC, NSS, and CC metrics. Table 3 shows the performance of this fifteen feature combinations with our prediction model.

As shown in Table 3 (with our model), the Shuffled AUC, NSS, and CC value of the 2nd to the 8th row are greater than the Shuffled AUC, NSS, and CC value of the 9th to the 15th row respectively. In other words, feature combinations without low-level features are better than the counterparts combining low-level features. Therefore, that is to say, low-level features are not absolute good for saliency prediction in crowd scenarios. The Shuffled AUC, NSS, and CC metric of No. (6) has the greatest value, which means that the optimal feature combination is “face size, face density, FaceSizeDiff, FacePoseDiff, and FaceWhrDiff”.

In order to demonstrate the effectiveness of the FCSCS framework, we also use the wrapper approach for feature subset selection [9] to obtain the optimal feature combination. The wrapper approach for feature subset selection is summarized as Algorithm 1.

In Algorithm 1, \( i \) denotes the \( i \)th feature, \( F \) denotes the set which includes features. From Algorithm 1, we can see that when the performance of the set \( F \) no longer improves, the feature subset includes the optimal feature combinations. The feature subset are shown at Table 4. In Algorithm 1, the Shuffled AUC, NSS, CC are used as evaluation metric to evaluate the performance of the set \( F \), and the performance results of feature subsets at Table 4 are shown at Table 5. The performance of the set \( F \) improves as the number of features in the set \( F \) increases. As shown at Table 5, the Shuffled AUC, NSS, CC value of No. (5) is greatest compared with the other four feature sets. Feature subset of No. (5) at Table 5 includes five features, i.e., “FaceWhrDiff, density, size, FaceSizeDiff, and FacePoseDiff”.

In Table 5, we find the best features subset for saliency prediction in crowd with the wrapper approach, i.e. FaceWhrDiff, density, size, FaceSizeDiff, and FacePoseDiff. It seems to be consistent with the claim with our FCSCS framework, that the low-level features are not so good for saliency prediction. In order to make this claim to be more convince, we added the proposed three low-level features one by one to the selected best features subset, to examine if the performance improved. Based on feature subset of No. (5) at Table 4, the feature subsets with six features are shown at Table 6. And the results in Table 7 show that all the feature subset with low-level features nearly get the same performance, which means that the newly added low-level features don’t make any obvious contributions to the performance.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Performance results of different feature combinations with our model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Shuffled AUC</td>
</tr>
<tr>
<td>(1)</td>
<td>0.5991</td>
</tr>
<tr>
<td>(2)</td>
<td>0.6702</td>
</tr>
<tr>
<td>(3)</td>
<td>0.6646</td>
</tr>
<tr>
<td>(4)</td>
<td>0.6699</td>
</tr>
<tr>
<td>(5)</td>
<td>0.6693</td>
</tr>
<tr>
<td>(6)</td>
<td>0.6761</td>
</tr>
<tr>
<td>(7)</td>
<td>0.6720</td>
</tr>
<tr>
<td>(8)</td>
<td>0.6715</td>
</tr>
<tr>
<td>(9)</td>
<td>0.6637</td>
</tr>
<tr>
<td>(10)</td>
<td>0.6541</td>
</tr>
<tr>
<td>(11)</td>
<td>0.6693</td>
</tr>
<tr>
<td>(12)</td>
<td>0.6613</td>
</tr>
<tr>
<td>(13)</td>
<td>0.6737</td>
</tr>
<tr>
<td>(14)</td>
<td>0.6709</td>
</tr>
<tr>
<td>(15)</td>
<td>0.6719</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Feature subsets</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Feature subsets</td>
</tr>
<tr>
<td>(1)</td>
<td>FaceWhrDiff</td>
</tr>
<tr>
<td>(2)</td>
<td>FaceWhrDiff, face density</td>
</tr>
<tr>
<td>(3)</td>
<td>FaceWhrDiff, face density, face size</td>
</tr>
<tr>
<td>(4)</td>
<td>FaceWhrDiff, face density, face size, FaceSizeDiff</td>
</tr>
<tr>
<td>(5)</td>
<td>FaceWhrDiff, face density, face size, FaceSizeDiff, FacePoseDiff</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
<th>Performance evaluation results on feature subsets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Shuffled AUC</td>
</tr>
<tr>
<td>(1)</td>
<td>0.6696</td>
</tr>
<tr>
<td>(2)</td>
<td>0.6743</td>
</tr>
<tr>
<td>(3)</td>
<td>0.6750</td>
</tr>
<tr>
<td>(4)</td>
<td>0.6751</td>
</tr>
<tr>
<td>(5)</td>
<td>0.6761</td>
</tr>
</tbody>
</table>
Table 6
Feature subsets with six features.

<table>
<thead>
<tr>
<th>No.</th>
<th>Feature subsets with six features</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>FaceWhrDiff, face density, face size, FaceSizeDiff, FacePoseDiff, color</td>
</tr>
<tr>
<td>(2)</td>
<td>FaceWhrDiff, face density, face size, FaceSizeDiff, FacePoseDiff, intensity</td>
</tr>
<tr>
<td>(3)</td>
<td>FaceWhrDiff, face density, face size, FaceSizeDiff, FacePoseDiff, orientation</td>
</tr>
<tr>
<td>(4)</td>
<td>FaceWhrDiff, face density, face size, FaceSizeDiff, FacePoseDiff, frontal</td>
</tr>
<tr>
<td>(5)</td>
<td>FaceWhrDiff, face density, face size, FaceSizeDiff, FacePoseDiff, profile</td>
</tr>
</tbody>
</table>

Table 7
Performance evaluation results on feature subsets with six features.

<table>
<thead>
<tr>
<th>No.</th>
<th>Shuffled AUC</th>
<th>NSS</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.6750</td>
<td>1.1846</td>
<td>0.5266</td>
</tr>
<tr>
<td>(2)</td>
<td>0.6583</td>
<td>1.1382</td>
<td>0.5180</td>
</tr>
<tr>
<td>(3)</td>
<td>0.6751</td>
<td>1.1883</td>
<td>0.5269</td>
</tr>
<tr>
<td>(4)</td>
<td>0.6746</td>
<td>1.1814</td>
<td>0.5245</td>
</tr>
<tr>
<td>(5)</td>
<td>0.6743</td>
<td>1.1341</td>
<td>0.5249</td>
</tr>
</tbody>
</table>

Algorithm 1. The wrapper approach for feature subset selection.

Require: $F = \emptyset, k = 0$

1: repeat
2:   for $i = 1$ to $n$
3:     if $i \notin F$
4:       $F_i = F \cup i$
5:       Evaluate the performance of $F_i$
6:   end if
7: end for
8: $F = \text{the best } F_i$
9: until $k > n$ or the performance of $F$ no longer improves

4.2. Performance evaluation on our saliency model

In order to prove the good performance of our model, we further perform qualitative and quantitative evaluation, in comparison with four state-of-the-art saliency models that are publicly available.

The four comparative models are MIT model [23], SMVJ model [31], Itti et al.’s model [36], and SC-M model [7]. MIT model, SMVJ model and SC-M model are bottom-up ones combined with object detectors. Itti et al.’s model is purely bottom-up.

Figs. 7–9 show the quantitative comparison of our model and the other four state-of-the-art saliency models. In these experiments, the quantitative evaluation is following Borji’s implementations [41].

In Fig. 10, we illustrate the ROC curves for the Shuffled AUC.
computational models. Four key observations are made as follows. First, our proposed model outperforms all other models in predicting crowd saliency (with all three metrics), demonstrating that the three new defined face features (i.e., FaceSizeDiff, FacePoseDiff, and FaceWhrDiff) are useful. Second, models with face features perform better than those without face features. Third, FaceWhrDiff is an important feature which do improve the performance of crowd saliency model. Finally, face size, face density, FaceSizeDiff, FacePoseDiff, and FaceWhrDiff are the key features for saliency prediction in crowd scenarios.

5. Conclusions

In this paper, we define three new crowd features and propose a Random Forest (RF) based crowd saliency prediction approach with the optimal feature combinations, i.e., the Feature Combination Selection for Crowd Saliency (FCSCS) framework. We evaluate the performance of the FCSCS framework with different feature combinations (fifteen combinations in our experiments), and obtain the optimal feature combination which is most suitable for crowd saliency. Then, we further train the saliency model based on the optimal feature combination. Extensive experiments and empirical evaluations demonstrate the effectiveness and robustness of our model. In the future, we will develop more crowd features and further optimize our model to enhance the performance of our approach.
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